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Motivation

• Ensemble initiation is essential for the EnKF performance.

• Improvements can lead to significant economical benefits.

• Generating the initial ensemble in the high-observable directions.
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Closed Loop Reservoir Management (CLRM)
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2D Reservoir Model Update using EnKF
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Observability-Aware EnKF: Main idea

• Sampling in directions that are strongly observable from the measured outputs.

• Two advantages: 1. Perturbations are orthogonal (reduces redundancy)

2. In the high-observable directions.

• Challenges: 1. Observability analysis in multiphase heterogenous reservoirs.

2. Computing sensitivities (with respect to states and parameters).
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– Model dynamics: 𝑔 𝑥𝑘, 𝑥𝑘+1, 𝑢𝑘 = 0

– Observation model: 𝑦𝑘 = 𝑓 𝑥𝑘, 𝑢𝑘

– States: 𝑥 = 𝑆𝑤
𝑇 𝑝𝑜

𝑇 𝑇

– Inputs: 𝑢 = [𝑞𝑖𝑛𝑗 𝑝𝐵𝐻𝑃𝑃𝑟𝑜𝑑]

– Outputs: 𝑦 = [𝑝𝐵𝐻𝑃𝑖𝑛𝑗 𝑞𝑤𝑝𝑟𝑜𝑑
𝑞𝑜𝑝𝑟𝑜𝑑]

– Initial conditions: 𝑥0 = 𝑆𝑤0
𝑇 𝑝𝑜0

𝑇 𝑇

Problem Assumptions
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Sensitivity calculations

• Balance equation (fully-implicit simulator)

• Total derivatives

• Define a state-space model

𝑓 𝑥(𝑖), 𝑥𝑘 , 𝑢𝑘 , 𝑚 = 𝑟(𝑖)
𝑓 𝑥𝑘+1, 𝑥𝑘 , 𝑢𝑘 , 𝑚 = 0



8

Sensitivity calculations: continue

Sparsity pattern example 

of M4 for 4 x 4 model
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Sensitivity calculations: continue

• The same for the output equation

• Intrusive computation of derivatives using

algorithmic differentation
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1. Poles/Zeros after 400 days 2. Poles/Zeros after 1200 days

( after the water breakthrough)

System Analysis: Poles/Zeros and HSV Plot with 

Absolute Error Bound
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Observability Analysis: Considerations

• Scale-independent observability analysis

• Correcting the dynamics for the different updating timestep

• Observability matrix

• Sampling in the high-observable directions
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Observability-based Initiation

• This is implemented by normalizing the original initial 

ensemble matrix (the large ensemble) and premultiplying

it by the observability matrix.

• Then, the ensemble members are selected such that they 

give the largest vector norm with respect to the original 

norm.
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Observability-Aware EnKF: Results
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Observability-Aware EnKF: Results

Seed NRMSE

Shuffle 1 0.2391

Shuffle 2 0.1648

Shuffle 3 0.3242

Shuffle 4 0.1923

Shuffle 5 0.2510

Shuffle 6 0.1697

Shuffle 7 0.2311

Shuffle 8 0.1742

Shuffle 9 0.1629

Shuffle 10 0.3847

Mean 0.2294

Minimum 0.1648
𝑁𝑅𝑀𝑆𝐸 𝑂𝑏𝑠. 𝑎𝑤𝑎𝑟𝑒 𝐸𝑛𝐾𝐹 = 0.1477
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EnRML (iES) Seed NRMSE

Shuffle 1 0.2443

Shuffle 2 0.2434

Shuffle 3 0.2442

Shuffle 4 0.2597

Shuffle 5 0.2486

Shuffle 6 0.2558

Shuffle 7 0.2524

Shuffle 8 0.2450

Shuffle 9 0.2615

Shuffle 10 0.2500

Shuffle 11 0.2463

Shuffle 12 0.2507

𝑁𝑅𝑀𝑆𝐸 𝑂𝑏𝑠. 𝑎𝑤𝑎𝑟𝑒 𝐸𝑛𝑅𝑀𝐿 = 0.2395
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Conclusions and Future Work

• Ensemble initiation is essential for the EnKF performance.

• Using observability analysis to select the initial realizations can improve the 

performance.

• However, we selected the most observable ones, but may be they are not the 

most important directions in optimization.

• Observability-based localization?


