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Algorithmic hyper-parameters in ensemble data assimilation (DA) algorithms
• Ensemble Kalman filer (EnKF):

𝑚𝑗
𝑎 = 𝑚𝑗

𝑏 + 𝑆𝑚𝑆𝑑
𝑇 𝑆𝑑𝑆𝑑

𝑇 + 𝐶𝑑
−1

𝑑𝑜 − 𝑔 𝑚𝑗
𝑏

= 𝑚𝑗
𝑏 + 𝐾(𝑑𝑜 − 𝑔(𝑚𝑗

𝑏))

𝐾= 𝑆𝑚𝑆𝑑
𝑇 𝑆𝑑𝑆𝑑

𝑇 + 𝐶𝑑
−1

Auxiliary techniques for improved performance:

❑ Covariance inflation: 𝑚𝑗
𝑏 → 𝑚𝑗

𝑏 + 1 + 𝛿 (𝑚𝑗
𝑏 − ഥ𝑚𝑏)

❑ Model-space/observation-space/Kalman localization, e.g., 

𝑆𝑚𝑆𝑚
𝑇 → 𝐿 𝜆 ∘ 𝑆𝑚𝑆𝑚

𝑇 (∘ for Schur/element-wise product)

𝐾 → 𝐿 𝜆 ∘ 𝐾
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• Many ways that hyper-parameters can be introduced to DA algorithms

• Tailored or empirical methods for hyper-parameters tuning 

• Possibility to have a more automated workflow? (for Continuous Hyper-parameter
OPtimization)
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• Treat a DA algorithm as a parametric mapping:

𝑚𝑗
𝑎 = 𝑓𝜃 𝑚𝑗

𝑏 = 𝑓(𝜃;𝑚𝑗
𝑏)

𝑓: a generic DA algorithm
𝜃: vector of hyper-parameters
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𝑚𝑗
𝑎 = 𝑓𝜃 𝑚𝑗

𝑏 = 𝑓(𝜃;𝑚𝑗
𝑏)

• Optimality criterion: Find one or multiple set(s) of 𝜃 such that the corresponding 

simulated observations 𝑔 𝑚𝑗
𝑎 match the real observations 𝑑𝑜 to a good extent

• 𝑔: observation operator

• Assuming that 𝜃 contains continuous hyper-parameters



9
31 October – 2 November 2018 
Astana, KazakhstanContinuous Hyper-parameter Optimization (CHOP) problem

Formulating a minimum-average-cost (MAC) problem

𝑎𝑟𝑔𝑚𝑖𝑛
𝜃𝑗
𝑎

1

𝑁𝑒
෍

𝑗

𝐿 𝜃𝑗
𝑎|𝑑𝑗

𝑜, 𝜃𝑗
𝑏, 𝑚𝑗

𝑏 , 𝛾 , 𝑗 = 1, 2,… ,𝑁𝑒

𝐿 𝜃𝑗
𝑎|𝑑𝑗

𝑜, 𝜃𝑗
𝑏, 𝑚𝑗

𝑏, 𝛾 =
1

2
𝑑𝑜 − 𝑔 𝑓(𝜃𝑗

𝑎;𝑚𝑗
𝑏)

𝑇
𝐶𝑑
−1 𝑑𝑜 − 𝑔 𝑓(𝜃𝑗

𝑎;𝑚𝑗
𝑏) +

𝛾

2
𝜃𝑗
𝑎 − 𝜃𝑗

𝑏 𝑇
𝐶𝜃
−1(𝜃𝑗

𝑎 − 𝜃𝑗
𝑏)

1

2
𝑑𝑜 − 𝑔 𝑓(𝜃𝑗

𝑎;𝑚𝑗
𝑏)

𝑇
𝐶𝑑
−1 𝑑𝑜 − 𝑔 𝑓(𝜃𝑗

𝑎;𝑚𝑗
𝑏) : Data mismatch term measuring the distance 

between 𝑔 𝑚𝑗
𝑎 and 𝑑𝑜 (𝑚𝑗

𝑎 = 𝑓(𝜃𝑗
𝑏; 𝑚𝑗

𝑏) )

𝛾

2
𝜃𝑗
𝑎 − 𝜃𝑗

𝑏 𝑇
𝐶𝜃
−1(𝜃𝑗

𝑎 − 𝜃𝑗
𝑏): Regularization term for improving numerical stability/promoting 

certain desired properties in the solution 
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𝜃j
a = 𝜃𝑗

b + 𝑆𝜃𝑆𝑔∘𝑓
𝑇 𝑆𝑔∘𝑓𝑆𝑔∘𝑓

𝑇 + 𝛾𝐶𝑑
−1

𝑑𝑗
𝑜 − 𝑔 𝑓(𝜃𝑗

𝑏; 𝑚𝑗
𝑏) , 𝑗 = 1,2,… ,𝑁𝑒

𝑆𝜃 ≡
1

𝑁𝑒 − 1
𝜃1
𝑏 − ҧ𝜃𝑏 , 𝜃2

𝑏 − ҧ𝜃𝑏, … , 𝜃𝑁𝑒
𝑏 − ҧ𝜃𝑏 ; ҧ𝜃𝑏 =

1

𝑁𝑒
෍

𝑗

𝜃𝑗
𝑏;

𝑆𝑔∘𝑓 ≡
1

𝑁𝑒 − 1
𝑔 𝑓(𝜃1

𝑏;𝑚1
𝑏) − 𝑔 𝑓 ҧ𝜃𝑏; ഥ𝑚𝑏 , 𝑔 𝑓 𝜃2

𝑏; 𝑚2
𝑏 − 𝑔 𝑓( ҧ𝜃𝑏; ഥ𝑚𝑏) , … , 𝑔 𝑓(𝜃𝑁𝑒

𝑏 ;𝑚𝑁𝑒
𝑏 ) − 𝑓( ҧ𝜃𝑏; ഥ𝑚𝑏) ;

• Applying an iterative ensemble smoother (IES) to estimate 𝜃, independent of the 
assimilation algorithm 𝑓

• Estimating an ensemble of  𝜃, rather than a single value. Benefits:
❑ Derivative free (e.g., no need for 𝜕𝑓/𝜕𝜃)
❑ UQ
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𝜃j
a = 𝜃𝑗

b + 𝐾 𝑑𝑗
𝑜 − 𝑔 𝑓(𝜃𝑗

𝑏; 𝑚𝑗
𝑏)

𝐾 = 𝑆𝜃𝑆𝑔∘𝑓
𝑇 𝑆𝑔∘𝑓𝑆𝑔∘𝑓

𝑇 + 𝛾𝐶𝑑
−1

𝜃j
a = 𝜃𝑗

b + (𝐿 ∘ 𝐾) 𝑑𝑗
𝑜 − 𝑔 𝑓(𝜃𝑗

𝑏; 𝑚𝑗
𝑏)

• 𝜃 contains hyper-parameters, which may not possess physical locations

• Correlation-based adaptive localization (AutoAdaLoc*) applied to construct the localization 
matrix 𝐿

Kalman-type localization

*Luo, X., & Bhakta, T. (2020). Automatic and adaptive localization for ensemble-based history matching.  JPSE, 184, 106559.
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Experiment  settings

Type of DA problem Sequential DA

DA algorithm (for analysis / model 
state estimation)

Stochastic ensemble Kalman filter 
(EnKF) with perturbed 
observations

Dynamical system (for forecast) 40-dimensional Lorentz 96 
(testbed for sequential DA 
algorithms)
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Stochastic EnKF

• Plain algorithm: 𝑚𝑗
𝑎 = 𝑚𝑗

𝑏 + 𝑆𝑚𝑆𝑑
𝑇 𝑆𝑑𝑆𝑑

𝑇 + 𝐶𝑑
−1

𝑑𝑗
𝑜 − 𝑔 𝑚𝑗

𝑏

• Auxiliary techniques often introduced for improved DA performance 
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Two Auxiliary techniques used in stochastic EnKF

1. Covariance inflation (inflation factor 𝛿): 𝑚𝑗
𝑏 → 𝑚𝑗

𝑏 + 1 + 𝛿 𝑚𝑗
𝑏 − ഥ𝑚𝑏

2. Distance-based Kalman-gain localization (length scale 𝜆):

𝐾 = 𝑆𝑚𝑆𝑑
𝑇 𝑆𝑑𝑆𝑑

𝑇 + 𝐶𝑑
−1

→ 𝐿(𝜆) ∘ 𝐾 (∘ for Schur product)

The elements of 𝐿(𝜆) depend on the distances between the 
grid points on a latitude circle (N = 40 here) and 𝜆.

𝜆 corresponding to the critical length scale for localization

Grid points on
the latitude circle 

(N = 40)
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Stochastic EnKF

• Original algorithm: 𝑚𝑗
𝑎 = 𝑚𝑗

𝑏 + 𝑆𝑚𝑆𝑑
𝑇 𝑆𝑑𝑆𝑑

𝑇 + 𝐶𝑑
−1

𝑑𝑗
𝑜 − 𝑔 𝑚𝑗

𝑏

• Modified algorithm: 

𝑚𝑗
𝑎 = 𝑚𝑗

𝑏 + 1 + 𝛿 𝑚𝑗
𝑏 − ഥ𝑚𝑏 + 𝐾(𝛿, 𝜆) 𝑑𝑗

𝑜 − 𝑔 𝑚𝑗
𝑏 + 1 + 𝛿 𝑚𝑗

𝑏 − ഥ𝑚𝑏

𝐾(𝛿, 𝜆) = 𝐿 𝜆 ∘ [ 1 + 𝛿 𝑆𝑚𝑆𝑑 𝛿 𝑇 𝑆𝑑 𝛿 𝑆𝑑 𝛿 𝑇 + 𝐶𝑑
−1]
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An ensemble (𝛿, 𝜆) to be estimated 
by the CHOP workflow to reduce data 
mismatch

Realistic and applicable in practice

Grid search method used to tune 
(𝛿, 𝜆) such that the updated model 
state best matches the true model 
state

Unrealistic in practice, but can be 
used as a reference

versus

Performance of the modified stochastic EnKF
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Part of the results obtained by the grid search method (averaged over 20 repetitions)
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Result comparison: grid search (best results) vs CHOP



20
31 October – 2 November 2018 
Astana, KazakhstanNumerical example 2

Experiment  settings

Type of DA problem Sequential DA

DA algorithm (for analysis / model state 
estimation)

Stochastic ensemble Kalman filter (EnKF) 
with perturbed observations

Dynamical system (for forecast) 1000-dimensional Lorentz 96 (testbed for 
sequential DA algorithms)

For illustration, we will consider a much larger set of hyper-parameters 

Grid points on
the latitude circle 

(N = 1000)
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Stochastic EnKF

• Original algorithm: 𝑚𝑗
𝑎 = 𝑚𝑗

𝑏 + 𝑆𝑚𝑆𝑑
𝑇 𝑆𝑑𝑆𝑑

𝑇 + 𝐶𝑑
−1

𝑑𝑗
𝑜 − 𝑔 𝑚𝑗

𝑏

• Modified algorithm 1: single-inflation-factor 𝛿 (SIF) as in numerical example 1

𝑚𝑗
𝑎 = 𝑚𝑗

𝑏 + 1 + 𝛿 𝑚𝑗
𝑏 − ഥ𝑚𝑏 + 𝐾(𝛿, 𝜆) 𝑑𝑗

𝑜 − 𝑔 𝑚𝑗
𝑏 + 1 + 𝛿 𝑚𝑗

𝑏 − ഥ𝑚𝑏

𝐾(𝛿, 𝜆) = 𝐿 𝜆 ∘ [ 1 + 𝛿 𝑆𝑚𝑆𝑑 𝛿 𝑇 𝑆𝑑 𝛿 𝑆𝑑 𝛿 𝑇 + 𝐶𝑑
−1]
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Stochastic EnKF

• Modified algorithm 2: multiple-inflation-factor Δ (MIF) as in numerical example 1

෥𝑚𝑗
𝑏 = 𝑚𝑗

𝑏 + 1 + Δ ∘ 𝑚𝑗
𝑏 − ഥ𝑚𝑏

𝑚𝑗
𝑏 = 𝑚1,𝑗

𝑏 , 𝑚2,𝑗
𝑏 , … ,𝑚1000,𝑗

𝑏 T

Δ = 𝛿1, 𝛿2, … , 𝛿1000
T

𝑚𝑗
𝑎 = ෥𝑚𝑗

𝑏 + 𝐾(𝛿, 𝜆) 𝑑𝑗
𝑜 − 𝑔 ෥𝑚𝑗

𝑏

𝐾(𝛿, 𝜆) = 𝐿 𝜆 ∘ [ ሚ𝑆𝑚 ሚ𝑆𝑑
𝑇 ሚ𝑆𝑑 ሚ𝑆𝑑

𝑇 + 𝐶𝑑
−1
]
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Algorithms in comparison EnKF + Grid search EnKF + SIF + localization EnKF + MIF + localization

Hyper-parameters Single-inflation-factor (SIF): 𝛿

Localization length scale: 𝜆

Total No.: 2

Single-inflation-factor (SIF): 𝛿

Localization length scale: 𝜆

Total No.: 2

Multiple-inflation-factor (MIF): Δ

Localization length scale: 𝜆

Total No.: 1001
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• The CHOP workflow can be used to: 
❑ estimate continuous hyper-parameters for a given DA algorithm
❑ handle a large amount of hyper-parameters

• The CHOP workflow cannot be directly used to:
❑ develop new DA algorithms
❑ design new auxiliary techniques

The CHOP workflow enables the development of more sophisticated DA algorithms (not 
necessary ensemble-based)
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• Applications to reservoir DA problems:

❑ Modified iterative ensemble smoother (IES) algorithms

❑ Estimate length scales in correlation-based adaptive localization schemes 
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